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False negative anchor False positive anchor

Common problems？
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concl.1：

Positive anchors cannot always ensure 

accurate regression results. 

(26% in this case)
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concl.2：

The initial negative sample may achieve high-

quality regression results, but cannot be 

utilized effectively.

(58% in this case)
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concl.3：

The IoU-based label assignment strategy will 

lead to a positive correlation between the 

classification score and the initial localization 

ability of the anchor.
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concl.4：

The weak correlation between the loc ability 

of the prediction and the classification score 

leads to inconsistencies between classification 

and regression.

Unreasonable label assignment
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Why not directly use the output IoU as the standard 

for label assignemnt? 

”

“

Does not converge!

• Output IoU judgment is unreliable at the 

beginning of training.

• interference in special circumstances.
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XXXXX

Dynamic Anchor Selection (DAS)

• denotes spatial alignment ability

• denotes feature alignment ability

• denotes regression uncertainty
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XXXXX

Matching-Sensitive Loss (MSL)



Experiments04



Experiments04

Ablation study1
• Component-wise ablation

• Hyper-parameters

• With other label assignment methods

2 OBB datasets
• Remote Sensing: DOTA, HRSC2016, UCAS-AOD

• Scene Text: ICDAR2015

3 HBB datasets
• Single class: ICDAR2013, 

• Multi classes: VOC2007, NWPU VHR -10
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Analysis

• Penalty of IoU variation is the key to effective 

use of feature alignment information.

• Greatly improved high-precision detection 

performance (described by AP75)

Component-wise
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Analysis

• alpha increases as gamma increases

• alpha = 0.3, gamma = 5

Component-wise
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Analysis

• S3FD (ICCV 2017) : compensate relative low-quality anchors

• HAMBox (CVPR 2020): directly compensate negative anchors

• ATSS(CVPR 2020): Dynamic selection of samples with appropriate IoU threshold

Compared with other methods
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Results on DOTA
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Results on HRSC2016

• less anchors

• faster inference 

• high-perfoemence
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Results on UCAS-AOD

High-quality detection 

can be achieved with 

DAL method.

eg. An improvement of 

35.15% AP75 here.
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Results on ICDAR2015

• Long text is often segmented 

into multiple detections

• It`s hard for a small number 

of preset anchors to adapt to 

excessively extreme aspect 

ratios of texts.
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Results on HBB
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DAL

Inconsistency 
localization 

ability before and 
after the 

regression

Matching degree 
is proposed to 

evaluate potential 
localization 

ability

Matching 
Sensitive Loss is 
used to improve 
high-precision 

detection 
performance

Inconsistent 
classification and 

regression 
performance 

caused by label 
assignment
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Detections with OBB
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Detections on DOTA datasets
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Detections on HRSC2016 datasets
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Detections on UCAS-AOD datasets
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Detections on ICDAR 2015 datasets
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Detections with HBB
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Detections with ICDAR 2013
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Detections with NWPU VHR-10
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Comparision
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with DAL without DAL
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with DAL without DAL



with DAL without DAL
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Thank you!
You can contact me via mq_chaser@126.com.

Q&A


