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Abstract— Currently, reliable and accurately oriented detec-
tion in remote sensing images still needs to be improved. The wide
variation of object shapes and orientations in the remote sensing
images usually leads to two issues in two-stage oriented object
detectors. One issue is how to generate high-quality rotation
proposals. The other is the angular error sensitivity to the
aspect ratios in the angle optimization process. In this article,
we propose a novel rotation proposal generation and optimiza-
tion detector, which is based on high-quality rotation proposal
generation and adaptive angle optimization to solve these two
issues. The proposed method mainly establishes the geometric
relationship guided region proposal networks (GRG-RPNs) and
the adaptive angle optimization head (AAO-Head) to achieve
more accurate oriented object detection. The GRG-RPN only
uses a simple network and a small number of horizontal anchors
to predict high-quality rotation proposals. This approach was
derived via the calculation based on the theoretical analysis
of the geometric relationship between the oriented bounding
boxes (OBBs) and their external horizontal bounding boxes
(EHBBs). The AAO-Head solves the angular error sensitivity
to the aspect ratios and achieves adaptive angle optimization
using a new regression parameter, which is defined based on the
theoretical analysis of the relationship between the intersection
over union (IoU), the angular errors, and the aspect ratios.
The experiments show that our method can achieve a 2.5%
mAP improvement average versus the compared state-of-the-art
(SOTA) methods, and achieve 0.5% mAP improvement versus
the next best method-oriented regions with CNN features (R-
CNN) with fewer regression parameters and a simpler regression
approach.

Index Terms— Adaptive angle optimization head (AAO-Head),
geometric relationship guided region proposal network (GRG-
RPN), oriented object detection.

I. INTRODUCTION

THE technique of oriented object detection in remote sens-
ing images can find essential applications in various tasks,

for example, city planning, traffic service, fishery management,
and military surveillance [1], [2], [3]. The tremendous amount
of remote sensing images available in recent years has made
oriented object detection more attractive for relevant applica-
tions and caught the great attention of researchers.

In recent years, encouraged by the great success of convolu-
tional neural networks (CNNs) and deep-learning-based object
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detection in natural images [4], [5], [6], [7], [8], [9], [10], [11],
[12], [13], many researchers have proposed to utilize similar
methodologies for oriented object detection. However, unlike
most objects in natural images, the objects in remote sensing
images vary widely in shape and orientation. In addition, these
objects have particular properties making them harder to be
accurately detected compared with general objects and easier
to suffer from degradation caused by densely packed objects,
mutually obscuring objects, and objects in different scales,
as well as the impact from the complex background.

Most oriented object detectors can achieve higher accu-
racy based on the two-stage approach that contains a region
proposal network (RPN) and a detection head [5], [6], [14],
[15]. The RPN usually needs to predict the offsets of the
proposals relative to the anchors and make a classification
between the foreground and background. The detection head
achieves more accurate regression and classification based on
rotation proposals. The RPN usually needs transformation to
get the final rotation proposals and ground-truth offsets of the
ground-truth boxes relative to the anchors. The transformation
uses the anchors and ground-truth boxes to parameterize the
ground-truth offsets, which are used as supervisory infor-
mation for training. The rotation proposals are obtained by
decoding the predicted offsets and the anchors for training
and testing, which can be seen as the reverse process of the
parameterization. Although current-oriented object detectors
can achieve compelling results, there is still much room
for improvement compared with their counterparts for object
detection in remote sensing images.

One significant issue in oriented object detection is how
to generate rotation proposals. The rotation proposals are
mainly obtained by the decoding process of the RPN in the
two-stage oriented object detectors. Fig. 1(a) and (b) shows
two representative RPNs, i.e., the rotated RPN [16] and the
RoI transformer [17]. The rotated RPN gets the rotation pro-
posals based on the predicted offsets and the rotated anchors.
These rotated anchors are defined with different angles, scales,
and aspect ratios. The massive defined rotated anchors will
drastically increase the calculation and the imbalance between
positive and negative samples, eventually leading to slow
convergence speed and suboptimal results in oriented object
detection. The RoI transformer gets the rotation proposals by
two decoding processes. The first decoding process obtains
the external horizontal bounding boxes (EHBBs) based on the
horizontal anchors, and the second decoding process gets the
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Fig. 1. Comparison of RPNs in different methods. (a) Rotated RPN. (b) RoI
transformer. (c) GRG-RPN.

rotation proposals based on the EHBBs and the outputs of the
RROI learner. This method reduces the number of anchors
compared with the rotated RPN, but it needs two decoding
processes to get the final rotation proposals. As shown in
Fig. 1(b), the RoI transformer needs an intermediate process
and 12 additional parameters to obtain the oriented bounding
boxes (OBBs). This no-direct transformation would increase
the computational complexity and degrade the quality of
rotation proposal generation. In this article, we derive a
direct transformation for rotation proposal generation based
on the geometric relationship between the OBBs and their
EHBBs and propose a novel geometric relationship guided
RPN (GRG-RPN), which can use only five parameters to
generate the high-quality rotation proposals directly from the
horizontal anchors in one step [as shown in Fig. 1(c)]. The
proposed GRG-RPN only needs a small number of predefined
horizontal anchors for rotation proposal generation and can

produce high-quality rotation proposals using a simple pro-
posal network based on the derived transformation.

In addition, Fig. 2 shows some methods that generate
rotation proposals from the horizontal anchors. Compared with
the different approaches, our method can avoid the positioning
errors induced by direct regression of rotation angle [faster
R-CNN-O [6] as shown in Fig. 2(a)], and needs fewer steps
and regression parameters compared with the other methods
such as gliding vertex [14] and oriented R-CNN [18] [as
shown in Fig. 2(b) and (c)]. We can see that the gliding
vertex and oriented regions with CNN features (R-CNN) both
need external processes to obtain the final rotation proposals,
i.e., the gliding vertex needs to first generate the irregular
quadrilaterals, while oriented R-CNN has to generate the par-
allelograms first before obtaining the final rotation rectangles.
Our method can generate the rotation rectangles in one step
and with fewer regression parameters compared with gliding
vertex and oriented R-CNN, which can help to avoid the
possible errors introduced by extra processes and obtain more
reliable regression relying on fewer parameters.

Besides, the issue of the angular error sensitivity to the
aspect ratios also needs to be considered during the angle
optimization of the bounding boxes. As shown in Fig. 3, when
the aspect ratios of OBBs change from 1 to 8 with identical
angular errors of 10◦, the intersection over union (IoU) will
change from 0.86 to 0.49, which reveals the inconsistency
between the angular error and IoU. Fig. 4 further shows
the variation curves of IoU with different angular errors.
It can be seen that the IoU will decrease as the aspect
ratios of the objects increase when the angular errors remain
unchanged. However, to achieve a good angular optimization
for the predicted OBBs, we usually want that the decreasing
of angular errors can directly reflect the changes of IoU,
while the experiment results in Fig. 4 show that even when
the angular error is decreased to a very small value in the
optimization, it would not obtain a sufficiently large IoU
for the objects with large aspect ratios. This indicates that
the angular error would be sensitive to the aspect ratios in
the training stage. To solve this problem, we derive a new
representation of angular error that is consistent with the IoU
by analyzing the mathematical relationship between the IoU,
angular error, and aspect ratio, and then establish the adaptive
angle optimization head (AAO-Head) using the newly defined
angular-error parameter. Our code is publicly available at
https://github.com/QYJ123/RPGAOD.

The main contributions of this article can be summarized
as follows.

1) We establish a new transformation to directly gener-
ate rotation proposals from the horizontal anchors in
one step and with fewer parameters, and propose the
GRG-RPN that can use a small number of horizontal
anchors and a simpler approach to generate high-quality
rotation proposals for oriented object detection in remote
sensing images.

2) We discover that the angular error would be sensi-
tive to the aspect ratio of objects in the optimization
process, and derive a new representation of angular
error based on the mathematical relationship between
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Fig. 2. Comparison of different RPNs, which predict the rotation proposals directly from horizontal anchors. (a) Faster R-CNN-O. (b) Gliding vertex.
(c) Oriented R-CNN. (d) GRG-RPN.

Fig. 3. IoU changes with different aspect ratios r under the same angular
error 1θ .

Fig. 4. Variation curve of IoU with different angular errors 1θ .

the IoU, angular error, and aspect ratio. As a result,
the AAO-Head is developed to improve the detection
accuracy for oriented objects.

3) Extensive experiments demonstrate the superiority of
our method over state-of-the-art (SOTA) competitors.
Particularly, our method performs better in the accurate
localization of oriented objects and can reduce false and
missed detections in complex scenes.

II. RELATED WORK

With the development of CNNs, object detection has
improved dramatically in recent years [9], [11], [19], [20],
[21]. Horizontal object detection is the beginning of the
object detection task. With the object detection gradually being
applied in remote sensing images, oriented object detection has
received much attention in recent years.

A. Horizontal Object Detection

In the early stage, the object detection task uses the hori-
zontal bounding boxes to localize the objects in the images.
Therefore, this task of object detection is called horizontal
object detection [4], [5], [12], [19]. The two-stage method

based on the anchors is the initial method using the CNNs
to achieve object detection. R-CNN [4] is the beginning of
the CNN for horizontal object detection. It uses CNNs to
obtain the feature maps of each selected region proposal.
Then, it achieves classification and localization based on the
feature maps. Fast R-CNN [5] and faster R-CNN [6] improve
the R-CNN network, which can quickly obtain the feature
maps and accurately select the region proposals. Thus, the
detection speed and detection precision have been increas-
ing. Mask R-CNN [7] achieves more accurate classification
and localization by adding a mask branch. Furthermore, the
single-stage method based on the anchors is another method
that can obtain faster detection speed. For example, SSD [9]
and YOLO [8] achieve classification and regression directly
based on predefined anchors. Although the detection speed
gets faster, the detection accuracy has decreased to a cer-
tain extent. To improve the performance of the single-stage
method, YOLOv2 [10] and YOLOv3 [11] made great efforts.
For example, these methods use multiscale anchors and batch
normalization (BN) to achieve more accurate object detection.
Focal loss [12] and GFocal loss [13] are also proposed to
solve the imbalance of positive and negative samples and
the boundary distribution of objects. Then, the loss can be
designed considering the difficult classification samples, which
can help achieve more accurate detection results. Feature
pyramid network (FPN) [22] combines location information
and semantic information of objects from different levels,
which can perform a better detection by using these fusion
feature maps. There are some other kinds of object detection
methods based on transformer [19], [20], [21], [23] or anchor-
free [24], [25], [26], [27] in recent years. These methods do not
need to define anchors and can directly obtain the bounding
boxes. But these methods usually need more time to learn the
features of the objects, which leads to longer training time.

B. Oriented Object Detection

Due to the objects being arbitrary-oriented and densely
packed in remote sensing images, some studies [2], [28], [29],
[30], [31], [32], [33], [34], [35] have found that the OBBs
can localize the objects more accurately. Then, oriented object
detection is gradually developed d for more accurate detection.
In the existing studies, most oriented object detectors can be
divided into three types. First, the oriented object detectors
directly regress the OBBs based on rotated anchors. The
rotated RPN [16] achieves the OBB regression by defining

Authorized licensed use limited to: University of Gent. Downloaded on August 17,2023 at 14:59:18 UTC from IEEE Xplore.  Restrictions apply. 



5617715 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 61, 2023

Fig. 5. Overall network architecture of the proposed method. Our method mainly contains four parts: backbone, FPN, GRG-RPN, and AAO-Head. The
ground-truth labels are used as supervised information both for GRG-RPN and AAO-Head in the training process.

the rotated anchors with different widths, heights, and angles,
which is the same as the horizontal object detection. But the
massive rotated anchors will lead to the imbalance of the posi-
tive and negative samples and inferior object detection results.
Second, the oriented object detectors obtain the OBBs by
directly transforming the horizontal anchors. These methods
mainly need angle alignment modules or feature alignment
modules. EAST [36] and R2CNN [37] define new OBB forms
to achieve the regression. It realizes the OBBs regression
based on the horizontal anchors. RR-CNN [38] performs the
rotating RoI pooling for aligning the oriented feature maps.
Then, the rotating RoI pooling can help to achieve more
precision localization and classification. The method based
on Gaussian Wasserstein distance (GWD) [39] and Kullback-
Leibler divergence (KLD) [40] regard the OBBs as 2-D
Gaussian distributions and use different indicators to measure
the similarity of the 2-D Gaussian distributions. The task-
collaborated detector (TCD) [41] uses the task-collaborated
assignment and task-collaborated head to improve the accuracy
of the oriented detection. Finally, the oriented object detectors
obtain the OBBs by using the EHBBs as auxiliary boxes.
RoI transformer [17] proposes a new approach that realizes
oriented object detection by using the transformation from
horizontal anchors to OBBs. But it needs the RRoI learner
network to align the oriented features from the horizontal
feature maps. Gliding vertex [14] and oriented R-CNN [18]
also use a transformation from horizontal anchors to OBBs.
These methods usually need more parameters and are easy to
generate localization errors. Besides, there also exists some
anchor-free methods [1], [42], [43] to achieve oriented object
detection, which usually needs more training time to obtain
the final model parameters.

In this article, we propose a novel rotation proposal gen-
eration and optimization detector, termed RPGAOD, which
mainly contains the GRG-RPN and the AAO-Head to achieve

more accurate object detection in remote sensing images.
The GRG-RPN directly transforms the horizontal anchors
into rotation proposals using the least five parameters and a
simple network. The AAO-Head considers the angular error
sensitivity to the aspect ratios and realizes adaptive angle
optimization based on newly designed regression parameters.

III. PROPOSED METHOD

The overall architecture of the proposed method is shown
in Fig. 5. Our RPGAOD mainly contains two distinctive
networks, the GRG-RPN and the AAO-Head. The GRG-RPN
primarily uses a small number of horizontal anchors and
a simple network to obtain high-quality rotation proposals.
The rotation proposals are generated according to the geo-
metric relationship between the OBBs and their EHBBs.
The AAO-Head solves the angular error sensitivity to the
aspect ratios based on the mathematical relationship between
the angular errors, the IoU, and the aspect ratios in the
angle optimization process. The primary difference between
the GRG-RPN and the AAO-Head is the regression branch.
The GRG-RPN regression directly obtains the high-quality
rotation proposals from the horizontal anchors based on a new
transformation, while the AAO-Head regression gets the final
OBBs by applying a direct regression approach, due to the
relatively-small angular errors between the rotation proposals
of GRG-RPN and the ground-truth labels. In the following,
we describe the two networks and other relevant parts of the
proposed algorithm in detail.

A. Geometric Relationship Guided RPN

The GRG-RPN is a network for generating high-quality
rotation proposals. It mainly includes the classification and
regression branches. The classification branch estimates the
probability that the anchors contain an object. The regression
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Fig. 6. Architecture of the GRG-RPN regression. The ground-truth offsets
only are used in the training stage.

branch predicts the corresponding 5-D offsets of the region
proposals relative to the anchors. In this article, we design
a new set of offset parameters to express the differences
between the ground-truth boxes and the anchors. As a result,
the GRG-RPN can realize a direct transformation from the
horizontal anchors to the rotation proposals using a small
number of anchors and a simple network. This transformation
is based on the geometric relationship between the OBBs and
their EHBBs.

As shown in Fig. 6, the GRG-RPN contains two branches.
One branch utilizes the ground-truth boxes and the horizontal
anchors to achieve a new parameterization of the ground-truth
offsets, which are used as supervisory information for training.
The other calculates the rotation proposals by decoding the
predicted offsets and the horizontal anchors for training and
testing. With the predicted offsets gradually approximating
the ground-truth offsets, the rotation proposals will converge
progressively to the ground-truth boxes. In the following,
we derive the transformation of the two branches.

The geometric relationship of a ground-truth OBB and
its EHBB is shown in Fig. 7. (xg , yg , wg , hg , θg) and
(xh , yh , wh , hh) represent the OBB and its EHBB, respec-
tively, in which (xg , yg) denotes the center coordinates of
the OBB, and wg and yg represents the width and height
of the OBB, respectively (likewise for xh , yh , wh , hh). θg

is the orientation of the OBB, which can be indicated by the
angle between the EHBB and OBB. It can be seen that given
the EHBB, the internal OBB can be uniquely determined by
the locations of points Ap and Dp on the sides E p Hp and
HpG p of the EHBB. When the points Ap and Dp move on
the corresponding lines, the orientation, width, and height of
OBB would change continuously (maintaining that the OBB
is always a rectangle). Therefore, we can uniquely define an
OBB by its EHBB and the locations of its two vertexes on the
EHBB. In our method, the locations of its two vertexes Ap

and Dp are defined by their offsets relative to the midpoints
Ip and L p of the sides E p Hp and HpG p (named as midpoint
offsets), respectively. As a result, we introduce 5-D parameters
(1xg , 1yg , 1wg , 1ag , 1bg) to represent the offsets of the
ground-truth OBB relative to the anchor, where (1xg , 1yg)

Fig. 7. Geometric relationship of a single OBB and its EHBB.

denotes the center coordinate offsets of the EHBB relative
to the anchor, 1wg is the width offset of the EHBB relative
to the anchor, and (1ag , 1bg) represents the midpoint offsets
of the OBB relative to the EHBB. In summary, we can obtain
the offsets of the OBB relative to the anchor by combining
the offsets of the EHBB relative to the anchor and the offsets
of the OBB relative to the EHBB with the above variables.

First, the EHBB and the OBB have an identical center
coordinate (xg = xh , yg = yh), which can be easily obtained
from the location relationship between the OBB and its EHBB.
Thus, the center coordinate offsets (1xg, 1yg) can be directly
computed as follows:

1xg =
xg − xa

wa

1yg =
yg − ya

ha

(1)

where (xa , ya) denotes the center coordinate of the anchor and
(wa , ha) represents the width and height of the anchor. Then,
1wg is defined as

1wg = log
(

wh

wa

)
. (2)

As a result, the center coordinate of the OBB can be obtained
by predicting the center coordinate offsets of the EHBB. The
width of the EHBB wh can be obtained by predicting 1wg .

Second, when −90◦ < θg < 0◦ or 0◦ < θg < 90◦, it is
easy to obtain the following equation from the similar triangle
relationship (1Ap E p Bp ∼ 1Dp Hp Ap) in Fig. 7:

|E p Ap|

|Hp Dp|
=

|E p Bp|

|Ap Hp|
(3)

where |E p Ap| is the distance between points E p and Ap in
Fig. 7 (likewise for |Hp Dp|, |E p Bp|, |Ap Hp|). The midpoint
offsets (1ag , 1bg) are defined as follows:

1ag =
|E p Ap| − |E p Ip|

|E p Hp|
, 1bg =

|Hp Dp| − |Hp L p|

|G p Hp|
(4)

when 0◦ < θg < 90◦, considering the geometric relationship
shown in Fig. 7, 1ag and 1bg can be more specifically
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calculated as follows:
1ag =

hgsin θg − wgcos θg

2
(
hgsin θg + wgcos θg

)
1bg =

wgsin θg − hgcos θg

2
(
hgcos θg + wgsin θg

) .

(5)

Similarly, when −90◦ < θg < 0◦, 1ag and 1bg can be
calculated as

1ag =
hgsin θg + wgcos θg

2
(
wgcos θg − hgsin θg

)
1bg =

wgsin θg + hgcos θg

2
(
hgcos θg − wgsin θg

) .

(6)

In addition, the following relationships can be easily obtained
from Fig. 7: {

|E p Ip| = 0.5|E p Hp| = 0.5wh

|Hp L p| = 0.5|G p Hp| = 0.5hh .
(7)

Then, we can obtain the following equations by combining (4)
and (7):

|E p Ap| =
(
0.5 + 1ag

)
wh, |Ap Hp| =

(
0.5 − 1ag

)
wh

|E p Ap| =
(
0.5 + 1ag

)
hh, |Ap Hp| =

(
0.5 − 1ag

)
hh . (8)

Finally, we can obtain the following relation based on (3)
and (8):

hh = wh

√
1 − 41a2

g

1 − 41b2
g
. (9)

It is apparent that hh can be obtained using 1ag , 1bg ,
and wh according to (9). Therefore, by predicting the offsets
(1xg , 1yg , 1wg , 1ag , 1bg), the EHBB and the midpoint
offsets can be obtained, and thus the OBB can be finally
obtained as aforementioned.

Note that (9) is derived based on (3) by considering the
similar triangle relationship (△Ap E p Bp ∼ △Dp Hp Ap) as
shown in Fig. 7. From Fig. 7, it is obvious that maintaining
the similar triangle relationship △Ap E p Bp ∼ △Dp Hp Ap can
ensure that the angle ̸ Bp Ap Dp is a right angle, i.e., the OBB
is a rectangle. Hence, using the computed hh according to (9)
(along with wh , 1ag , and 1bg) can in turn ensure that the
obtained OBB is a rectangle. This is why we can only use
the three parameters (1wg , 1ag , 1bg) to directly determine
the rectangle-shape of the OBB. The core of this process is the
considering of the similar-triangle geometric relationship, and
in this process, the EHBB can be regarded as an auxiliary box
(or “a bridge”) to compute the OBB. It is because of the used
auxiliary box and relevant geometric relationship that we can
define the new set of parameters enabling us to predict the
OBBs directly based on the given horizontal anchors.

When θg is −90◦ or 0◦, the OBB can be described only
with four parameters (xg , yg , wg , hg). Since the two midpoint
offsets are equal to −0.5, we only use 1bg to indicate the
midpoint offsets in this case. Besides, (9) can not be used to
compute hh anymore because the similar triangle relationship
no longer exists. As a result, we use 1ag to represent the

height offset of the EHBB relative to the anchor. More
specifically, 1ag and 1bg are defined as follows:

1ag = log(hh/ha), 1bg = −0.5. (10)

In this case, by predicting (1xg , 1yg , 1wg , 1ag), the
EHBB can be obtained based on the anchor. 1bg is −0.5,
which indicates that the two midpoint offsets are both equal
to −0.5. Then, the OBB can be finally determined using the
EHBB and 1bg . Consequently, the ground-truth offsets of the
ground-truth boxes relative to the anchors can be represented
by five parameters (1xg , 1yg , 1wg , 1ag , 1bg) regardless of
whether the angles are in any of the above cases.

The calculation of the midpoint offsets (1ag , 1bg) in
different cases are summarized as follows:

1ag =



hgsin θg + wgcos θg

2
(
wgcos θg − hgsin θg

) , −90◦ < θg < 0◦

hgsin θg − wgcos θg

2
(
hgsin θg + wgcos θg

) , 0◦ < θg < 90◦

log
hg cos θg − wg sin θg

ha
. θ = −90◦ or 0◦

(11)

1bg =


wgsin θg + hgcos θg

2
(
hgcos θg − wgsin θg

) , −90◦ < θg < 0◦

wgsin θg − hgcos θg

2
(
hgcos θg + wgsin θg

) , 0◦ < θg < 90◦

−0.5. θ = −90◦ or 0◦.

(12)

In summary, we can define a new set of parameters
(1xg , 1yg , 1wg , 1ag , 1bg) to represent the ground-truth
offsets of the ground-truth box relative to the anchor, which
are calculated by using. (1), (2), (11), and (12).

The decoding process is to calculate the predicted OBB
[expressed by (xr , yr , wr , hr , θr )] using the predicted offset
parameters (1xa , 1ya , 1wa , 1aa , 1ba) relative to the anchor.
It is the inverse of the offset parameterization, which can be
computed as follows:

xr = 1xa · wa + xa, yr = 1ya · ha + ya (13)

wh = wa · e1wa , hh =

 wh

√
1 − 41a2

a

1 − 41b2
a
, |1ba| ̸= 0.5

hae1aa , |1ba| = 0.5
(14)

wr =

{ √
(0.5 − 1aa)

2w2
h + (0.5 + 1ba)

2h2
h, |1ba| ̸= 0.5

wh, |1ba| = 0.5
(15)

hr =

{ √
(0.5 + 1aa)

2w2
h + (0.5 − 1ba)

2h2
h |1ba| ̸= 0.5

hh, |1ba| = 0.5
(16)

θr =

 arctan

√
(1 + 21aa)(1 + 21ba)

(1 − 21aa)(1 − 21ba)
, |1ba| ̸= 0.5

−45(1 + 21ba), |1ba| = 0.5.

(17)
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Fig. 8. Relationship between two OBBs with relatively-small angular error.

where wh and hh represent the width and height of the EHBB
for the OBB to be predicted. In the training stage, when
the errors between the predicted offset parameters and the
ground-truth offset parameters become very small, we can
obtain the OBBs that are very close to the ground-truth ones.

In the proposed GRG-RPN, the predicted OBBs are
used to produce high-quality rotation proposals. With the
newly-defined offset parameters and the corresponding decod-
ing process, it enables us to generate high-quality rotation
proposals only with a small number of horizontal anchors and
a relatively simple network. These rotation proposals are then
employed as the basis to obtain accurate detection results by
the proposed AAO-Head.

B. Adaptive Angle Optimization Head

The primary function of the detection head is to achieve
more accurate localization and classification of the objects
in the classification and regression branches. Due to the
relatively-small localization errors of the rotation proposals in
the second stage, it is unnecessary to convert the OBBs into
the EHBB and the midpoint offsets. As a result, the regression
using typical offset parameters can be directly employed in the
detection head. However, as explained in Section I, even when
the angular error is decreased to a very small value in the angle
optimization process, it would not obtain a sufficiently large
IoU for the objects with large aspect ratios.

The above issue, in essence, reveals the inconsistency
between the angular error and IoU. To reveal this point more
clearly, we assume that the predicted OBB (x p, yp, wp, h p, θp)
and the corresponding ground-truth box (xg , yg , wg , hg , θg)
only have a relatively-small angular error. From Fig. 8, we can
obtain that h1, h2, h3, w1, w2, and w3 satisfy the following
equations:

h1 + h2 + h3 = hg

w1 + w2 + w3 = wg

w1 = h3 tan(1θ)

h1 = w3 tan(1θ)

h2 cos(1θ) +

√
w2

1 + h2
3 + w2 sin(1θ) = hg

w2 cos(1θ) +

√
h2

1 + w2
3 + h2 sin(1θ) = wg.

(18)

Then, the IoU of the two boxes can be calculated as follows:

S1 = 0.5 sin(1θ) · cos(1θ) · w2
2

S2 = 0.5 sin(1θ) · cos(1θ) · h2
2

r =
wg

hg

IoU =
hg · wg − 2(S1 + S2)

hg · wg + 2(S1 + S2)

(19)

where 1θ represents the angular error and r represents the
aspect ratio of the OBB. As a result, the IoU can be calculated
based on (18) and (19) as follows in (20), as shown at the
bottom of the next page. The IoU for the Taylor expansion
on the angular errors neglecting the influence of higher order
terms can be finally obtained as follows:

IoU = 1 −
(r + 1/r)1θ

2
. (21)

Equation (21) gives a clear relationship between the angular
error 1θ and IoU. We can see that the variable of aspect ratio r
would influence the constant relationship between 1θ and IoU
and consequently make it hard to achieve a steady optimization
on the angle of OBB during training. To solve this problem,
in this article, we define a new angular-error parameter 1θt for
the regression in the detection head based on the relationship
given in (21):

1θt = 1 − IoU = 0.5(r + 1/r)1θ. (22)

Using the new angular-error parameter, we could elimi-
nate the influence of aspect ratio for training and effectively
improve the detection accuracy (Section IV-D gives the abla-
tion experiments to verify the improvement).

In summary, we design the AAO-Head with the new
angular-error parameter, which can be used to calculate
the ground-truth errors (1xt , 1yt , 1wt , 1ht , 1θt ) of the
ground-truth boxes (xg , yg , wg , hg , θg) relative to the rotation
proposals (xr , yr , wr , hr , θr ) as follows:

1xt =
cos θr

(
xg − xr

)
+ sin θr

(
yg − yr

)
wr

1yt =
− sin θr

(
xg − xr

)
+ cos θr

(
yg − yr

)
hr

1wt = log
(

wg

wr

)
1ht = log

(
hg

hr

)
1θt = 0.5

(
θg − θr

)(wg

hg
+

hg

wg

)
(23)

where (1xt , 1yt ) denotes the errors of center coordinates,
1wt and 1ht are the errors of the width and height and 1θt

contains the orientation errors of the ground-truth OBB relative
to the rotation proposal and the aspect ratio of the ground-truth
OBB.

Besides, we also need to compute the predicted bounding
boxes (x p, yp, wp, h p, θp), which is the inverse process of gen-
erating the ground-truth errors. Specifically, the calculation of
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the predicted bounding boxes can be summarized as follows:

x p = 1x p · wp · cos θr − 1yp · h p · sin θr + xr

yp = 1x p · wp · sin θr + 1yp · h p · cos θr + yr

wp = wr · e1wp

h p = hr · e1h p

θp =
2wp · h p · 1θp

w2
p + h2

p
+ θr

(24)

where (1x p, 1yp, 1wp, 1h p, 1θp) represents the predicted
errors and the output of the AAO-Head. (x p, yp, wp, h p, θp)
denotes the final predicted OBB. In the training stage, when
the errors between the predicted errors and the ground-truth
errors become very small, we can obtain the predicted OBBs
that are very close to the ground-truth ones.

In the proposed AAO-Head, the predicted OBBs also are the
outputs of our method for the final oriented object detection.
With the newly-defined regression parameters, the AAO-Head
can solve the sensitivity of the angular errors to the aspect
ratios and achieve adaptive angle optimization by maintaining
the constant relationship between 1θ and IoU.

C. Loss Function

As shown in Fig. 5, the whole loss of the RPGAOD contains
two parts: the GRG-RPN loss and the AAO-Head loss. Each
part includes the classification loss and regression loss. Hence,
the whole loss L is defined as follows:

L = λ1L rpn
cls + λ2L rpn

reg + λ3Lhead
cls + λ4Lhead

reg (25)

where L rpn
cls and L rpn

reg are the classification and regression losses
of the GRG-RPN, respectively. L rpn

cls and L rpn
reg are the classi-

fication and regression losses of the AAO-Head, respectively.
Each loss function is defined as follows:

L rpn
cls =

1
N1

N1∑
i=1

Lcls
(

pi , p∗

i

)
L rpn

reg =
1

N1
p∗

i

N1∑
i=1

L reg
(
ti , t∗

i
)

Lhead
cls =

1
N2

N2∑
j=1

Lcls
(
q j , q∗

j

)
Lhead

reg =
1

N2
p∗

i

N2∑
j=1

L reg
(
s j , s∗

j
)

(26)

where i is the index of the anchors and N1 (by default
N1 = 256) is the total number of sampling anchors in
the GRG-RPN. pi and p∗

i represent the predicted prob-
ability of GRG-RPN classification and the ground-truth
labels, respectively. ti (1xa , 1ya , 1wa , 1aa , 1ba) and
t∗
i (1xg , 1yg , 1wg , 1ag , 1bg) are the predicted offsets of

the GRG-RPN regression outputs and the ground-truth offsets
of the ground-truth boxes relative to the horizontal anchors,
respectively. Similarly, j is the index of proposals and N2 (by
default N2 = 512) is the total number of sampling rotation
proposals in the AAO-Head. q j and q∗

j represent the predicted
probability of AAO-Head classification and the ground-truth
labels, respectively. si (1x p, 1yp, 1wp, 1h p, 1θp) and
s∗

i (1xt , 1yt , 1wt , 1ht , 1θt ) represent the predicted offsets
of the AAO-Head regression outputs and the ground-truth
offsets of the ground-truth bounding boxes relative to the
rotation proposals, respectively. L rpn

cls and Lhead
cls use cross-

entropy loss, while L rpn
reg and Lhead

reg use smooth L1 loss.
In the whole classification loss, L rpn

cls is only used to dis-
tinguish the foreground and background. In other words, L rpn

cls
is used to indicate whether the objects have an intersection
with the anchors, which can be regarded as a binary classi-
fication. Lhead

cls is used to distinguish the specific categories
of the objects in the rotation proposals, which is often a
multiclassification problem. The difficulty of the classification
problem will generally increase with the increase of the object
categories. Therefore, appropriately increasing the weight of
Lhead

cls is contributive to obtain more accurate oriented object
detection. In our method, it allows us to emphasize more
on the reduction of Lhead

cls with higher weight in the training
loss, due to the relatively simple and more accurate regression
we proposed, which would help us to improve the detection
accuracy. In Section IV-D, we will give the ablation experi-
ments to verify the superiority of weighted loss against the
commonly-used average loss.

IV. EXPERIMENTS

In this section, we first introduce the datasets and imple-
mentation details and then demonstrate the superiority of
our method compared with other SOTA methods. Finally,
we verify the effectiveness of different parts of our method
in the ablation studies.

A. Datasets

In the following experiments, the proposed method is
evaluated on two publicly available datasets: the HRSC2016
dataset1 and the DOTA dataset.2

The HRSC2016 dataset is a classic single-class detec-
tion dataset in the remote sensing field. On the whole, the
HRSC2016 dataset contains 1061 images with sizes ranging
from 300 × 300 to 1500 × 900. All images in the dataset
are divided into three parts: the training set (436 images), the
validation set (181 images), and the testing set (444 images).
In the experiments, we use the training and validation sets for
training and the testing set for testing.

1https://sites.google.com/site/hrsc2016/
2https://captain-whu.github.io/DOTA/index.html

IoU =


sin(21θ) − (r + 1/r − 2 sin(1θ)) · (1 − cos(1θ))

sin(21θ) + (r + 1/r − 2 sin(1θ)) · (1 − cos(1θ))
1θ ̸= 0

1 1θ = 0
(20)
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Besides, the DOTA dataset is a large-scale remote sensing
dataset. The image sizes of the DOTA dataset range from
800 × 800 to 4000 × 4000 pixels. There are 15 object classes
in the dataset: plane (PL), baseball diamond (BD), bridge
(BR), ground track field (GTF), small vehicle (SV), large vehi-
cle (LV), ship (SH), tennis court (TC), basketball court (BC),
storage tank (ST), soccer-ball field (SBF), roundabout (RA),
harbor (HA), swimming pool (SP), and helicopter (HC). The
DOTA dataset contains 2806 images and 188 282 instances
with four vertex coordinates annotations, which are trans-
formed as rectangles for training. In the experiments, all
images of the dataset are divided into two parts. The training
images contain the training and validation sets. The testing
images only contain the testing set. The mAP can be obtained
by submitting the testing results to the DOTA’s evaluation
server.

B. Implementation Details

The computer used in the experiments is configured with
the Intel i7-10700K CPU 32G (8G × 4) RAM and two
NVIDIA RTX 2080Ti 11G GPUs. The whole experiments
were conducted on the Ubuntu 18.04 operating system and
Pytorch 1.7.1 software framework, and the model training
process was accelerated via the cuda 10.1. All codes are devel-
oped based on the mmdetection platform [44] with python 3.7.
In the training, two RTX 2080Ti GPUs are used with a batch
size of 2. The inference process is only tested on a single RTX
2080Ti GPU. The ResNet50 and ResNet101 with pretrained
parameters on ImageNet are used in the training, which
makes the network converge quickly. The overall network is
optimized with the simple stochastic gradient descent (SGD)
algorithm, in which the momentum and the weight decay are
set to 0.9 and 0.0001, respectively. In addition, horizontal
and vertical flipping are adopted for data augmentation in the
training stage.

For the DOTA dataset, we crop the original images into
1024 × 1024 patches due to the large scale of the image.
The stride of cropping is set to 824, and the pixel overlap
between two adjacent patches is 200. For multiscale training
and testing, we first resize the original images into three scales
(0.5, 1.0, and 1.5) and crop them into 1024 × 1024 patches
with the stride 524. We train our method with 12 epochs. The
initial learning rate is set to 0.01 and divided by 10 at epochs
8 and 11. The non-maximum suppression (NMS) threshold is
set to 0.1 for obtaining the final bounding boxes.

For the HRSC2016 dataset, the aspect ratios of images need
to be maintained. The shorter sides of images are resized to
800, while the longer sides are less than or equal to 1333.
The initial learning rate is set to 0.01 and divided by 10 at
epochs 24 and 33. The total epoch is set to 36 in the training.
Besides, we use the mAP computed with two different metrics
to compare the performance of different algorithms. They
are PASCAL VOC2007 and VOC2012 [45], [46], [47], [48],
respectively. The primary difference between the two metrics
is the way to calculate AP for each category. The PASCAL
VOC07 metric uses 11-point interpolation to calculate AP
for each category, while the PASCAL VOC12 metric adopts
all-point interpolation for the calculation.

C. Comparison With State-of-the-Arts

We compare our method with the other 22 methods in
this section. These methods can be divided into two cat-
egories. The first category is one-stage techniques includ-
ing RetinaNet-O [12], DRN [49], R3Det [50], PIoU [51],
RSDet [52], DAL [53], KLD [40], P2P [54], SASM [55], and
S2ANet [56]. The second is two-stage techniques including
R2CNN [37], rotated RPN [16], RoI transformer [17], gliding
vertex [14], ReDet [57], mask OBB [58], oriented Rep-
Points [1], AOPG [43], oriented R-CNN [18], and DODet [15].
In these methods, some methods propose the new bounding
box loss to achieve oriented object detection, such as KLD,
P2P, and PIoU. Some other methods mainly utilize the new
representation of the OBB to obtain the final bounding boxes,
for example, gliding vertex, oriented R-CNN, and AOPG,
while the other methods use some improved strategies (e.g.,
label assignment, feature selection, and network structure)
to optimize the network and obtain more accurate object
detection results, such as the DAL, SASM, and DRN.

1) Results on the HRSC2016 Dataset: We compare our
method on the HRSC2016 dataset with other 22 advanced
oriented object detectors in Table I. As shown in Table I, our
method achieves 90.40% and 96.49% mAP under PASCAL
VOC 07 and PASCAL VOC 12 metrics based on the ResNet50
with FPN, respectively. In addition, our method can achieve
90.57% mAP under PASCAL VOC 07 metric and 98.06%
mAP under PASCAL VOC 12 metric based on the ResNet101
with FPN, which are very competitive results compared with
the current SOTA methods. Compared with the rotated RPN
and RoI transformer, our method has an increase of 12.42%
mAP under PASCAL VOC 12 metric and 4.37% mAP under
PASCAL VOC 07 metric, respectively. Besides, with multi-
scale training and testing, our method can obtain 90.44% and
90.58% mAP under PASCAL VOC 07 metric and achieve
97.22% and 98.07% mAP under PASCAL VOC 12 metric,
respectively. Some detection results on the HRSC2016 dataset
are shown in Fig. 9.

Besides, Fig. 10 shows some detection results for the same
samples on the HRSC2016 dataset using different methods.
Compared with the faster R-CNN-O [6], gliding vertex [14],
S2ANet [56], and oriented R-CNN [18], our method not only
can decrease the false detections (the blue dashed ellipses
in rows 2 and 4) and the missed detections (the red dashed
ellipses in rows 1, 2, 3, and 5), but also performs better in
accurate localization of oriented objects (the yellow dashed
ellipses in rows 2–5).

2) Results on the DOTA Dataset: We compare the pro-
posed method on the DOTA dataset with other SOTA meth-
ods in Table II. Without any special tricks, our method
achieves 76.47% mAP with single-scale training and testing.
Moreover, the proposed method can obtain 81.20% mAP
using multiscale training and testing, which are competitive
compared with other methods. Compared with the rotated
RPN and RoI transformer, our method has an increase of
16.46% and 6.91% mAP with single-scale training and test-
ing, respectively. The comparison results in Table II show
that our method can obtain higher mAP compared with
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Fig. 9. Visualization of some detection results on the HRSC2016 dataset. Finally, OBBs need NMS with IoU greater than 0.1 and scores greater than 0.3.

Fig. 10. Detection results of some samples on the HRSC2016 dataset using different methods. The yellow dashed ellipses denote the detection results with
positioning errors. The red dashed ellipses and the blue dashed ellipses mark the missed and the false detections, respectively. (a) Faster R-CNN-O. (b) Gliding
vertex. (c) S2ANet. (d) Oriented R-CNN. (e) Oriented R-CNN.

other SOTA methods. Some visualization results on the
DOTA dataset are presented in Fig. 11. In addition, we also
show some detection results for the same samples on the

DOTA dataset using different methods in Fig. 12. Compared
with faster R-CNN-O, gliding vertex, S2ANet, and oriented
R-CNN, our method can achieve more accurate detection
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Fig. 11. Visualization of some detection results on the DOTA dataset. Finally, OBBs need NMS with IoU greater than 0.1 and scores greater than 0.05.

TABLE I
COMPARISON WITH SOME ADVANCED METHODS ON THE HRSC2016

DATASET. ‡ MEANS MULTISCALE TRAINING AND TESTING.
THE QUANTITATIVE RESULTS WERE TAKEN FROM THE

CITED REFERENCES IN THE FIRST COLUMN

results, which can be seen from the detections for the densely
packed objects (rows 2–5) and slightly blurry objects (rows 1
and 6).

Besides, we also show some samples that our method
can not perform well in Fig. 13. These situations are still
challenging due to the similar objects compared with the ships
and the extremely small objects (small ships or vehicles) which
are very close to the large objects.

D. Ablation Studies

1) Different Settings of Our Method: We conduct ablation
experiments on the DOTA dataset to verify the superiority of
our method. As shown in Table III, our method based on the
faster R-CNN-O (baseline method) mainly contains three mod-
ules: the GRG-RPN, the AAO-Head, and the weighted loss.
Compared with the baseline method, the GRG-RPN and the
AAO-Head can obtain 5.56% and 5.16% mAP improvement,
respectively. In addition, our method can achieve 76.47% with
single scale training and testing after the weighted loss was
applied, which verifies the effectiveness of our method.

2) Effectiveness of the GRG-RPN: As shown in Table IV,
we compare different RPN approaches to verify the superiority
of GRG-RPN. Compared with the RPN approaches in faster
R-CNN-O and RoI transformer, GRG-RPN can achieve
75.89% mAP, increasing 6.84% and 1.28% mAP on the DOTA
dataset, respectively. In addition, the GRG-RPN’s detection
speed also can achieve 16.0 FPS increasing 2.8 and 1.2 FPS
based on 1024 × 1024 images compared with the RPN
approaches in RoI transformer and gliding vertex, while the
detection speed of GRG-RPN is almost the same as that of
the RPN approach in faster R-CNN-O. In terms of GFLOPs
and the number of model parameters (denoted as “Params” in
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Fig. 12. Detection results of some samples on the DOTA dataset using different methods. The yellow dashed ellipses denote the detection results with
positioning errors. The red dashed ellipses and the blue dashed ellipses mark the missed and the false detections, respectively. The different color boxes are the
detection results of different categories, which are similar to Fig. 11. (a) Faster R-CNN-O. (b) Gliding vertex. (c) S2ANet. (d) Oriented R-CNN. (e) Oriented
R-CNN.

Table IV), GRG-RPN has no significant change compared with
the RPN approach in faster R-CNN-O and reduces GFLOPs
and the number of model parameters compared with RPN
approaches in RoI transformer and gliding vertex. In summary,

GRG-RPN can obtain high-quality rotation proposals and
achieve higher mAP compared with other RPN approaches.

3) Effectiveness of the AAO-Head: We use different rep-
resentations of angular error to verify the superiority of the
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TABLE II

COMPARISON WITH SOME ADVANCED METHODS ON THE DOTA DATASET. ‡ MEANS MULTISCALE TRAINING AND TESTING. THE QUANTITATIVE
RESULTS WERE TAKEN FROM THE CITED REFERENCES IN THE “METHODS” COLUMN

Fig. 13. Some samples that our method can not perform well. The red dashed
ellipses and the blue dashed ellipses mark the missed and the false detections,
respectively. (a) DOTA sample. (b) HRSC2016 sample.

TABLE III
DIFFERENT SETTINGS OF OUR METHOD ON THE DOTA DATASET. THE

SYMBOL “✓′′ REPRESENTS USING THE MODULE. ON THE CONTRARY,
THE SYMBOL “✕” REPRESENTS NOT USING THE MODULE

TABLE IV
COMPARISON OF DIFFERENT RPNS. ALL METHODS USE THE GENERAL

DETECTION HEAD DIRECTLY REGRESSING THE ANGULAR ERRORS

AAO-Head in Table V. In Table V, we compare four different
angular error representations. The first row is the general angu-
lar error representation usually used in the detection head, and
the second row is the proposed angular error representation in
AAO-Head. The rest are two other angular error representa-
tions in the detection head. From Table V, it can be seen
that the mAP can be improved using different angular error
representations combining the aspect ratios and angular errors.

TABLE V
COMPARISON OF DIFFERENT DETECTION HEAD. 1θt DENOTES

THE ANGLE REGRESSION VARIABLES OF THE AAO-HEAD,
AND 1θ REPRESENTS THE ANGLE ERRORS BETWEEN THE
ROTATION PROPOSALS AND GROUND-TRUTH BOUNDING

BOXES. ALL DETECTION HEADS USE THE GRG-RPN
TO GENERATE THE ROTATION PROPOSALS

TABLE VI
COMPARISON OF DIFFERENT WEIGHTED LOSS. ALL EXPERIMENTS USE

THE GRG-RPN TO GENERATE ROTATION PROPOSALS AND THE
AAO-HEAD TO OPTIMIZE THE ROTATION PROPOSALS. [λ1 , λ2 , λ3 ,

λ4] IS THE WEIGHTING PARAMETERS OF THE LOSS L

Specifically, the direct angular error representation achieves
75.89% mAP, while the AAO-Head can obtain 76.47% mAP
increasing 0.58% mAP on the DOTA dataset with single-scale
training and testing. In short, the AAO-Head can solve the
angular error sensitivity to the aspect ratios and achieve higher
mAP.

4) Effectiveness of the weighted loss: The loss of our
method has four parts: Lhead

cls , L rpn
cls , L rpn

reg , Lhead
cls , and Lhead

reg .
We set different weights for each loss to verify the superiority
of the weighted loss. The comparison results are shown in
Table VI. The first row is the average loss, and the rest are the
other weighted losses with different weights. From Table VI,
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it can be seen that appropriately increasing the weights of
different losses is beneficial to improve the mAP. When the
weighting parameters are set to [1.0, 1.0, 1.5, 1.0], our method
can achieve 76.47% mAP on the DOTA dataset increasing
1.04% mAP compared with the average loss.

V. CONCLUSION

This article proposes a novel object detector called
RPGAOD for remote-sensing images. The proposed method
mainly establishes the GRG-RPN and AAO-Head for more
accurate object detection. The GRG-RPN performs a high-
quality rotation proposal generation method that directly
transforms the horizontal anchors into OBBs by using the
geometric relationship between the EHBBs and the OBBs.
The AAO-Head solves the angular error sensitivity to the
aspect ratios and achieves adaptive angle optimization in the
detection head. Besides, the weighted loss is used to get
more accurate object detection results. We conduct extensive
experiments on two frequently used remote-sensing image
datasets. The experiments show that our method can achieve
higher detection accuracy in mAP only with fewer regression
parameters and a simpler regression approach, and obtains
an average 2.5% mAP improvement compared with the other
SOTA methods.
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