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Source Code

Our code is available at 
https://github.com/ming71/GCIoU-loss

Methodology

The corrected gradients of 3D IoU loss should 
solve the following issues:
- Abnormal gradient growth as  angle converges
- When the angular error is large, small gradient 
   is not conducive to the angle convergence.
Paradigm of GCIoU is as follows:

ExperimentsObservation

-  3D IoU loss suffers from  abnormal 
  gradient changes during training.  
-  Firstly, it produces small gradients 
  for large targets. 
-  Secondly, IoU loss performs differently 
  for objects with  different scales. 

Center points are  easy to be  regressed.  
Therefore, we only pay attention to  the 
optimization of shape and angle as follows. 

Abnormal gradient

Preliminary

Analysis and Proof

Mathematical proof

With the following geometric relationship:

The gradients of 3D IoU loss can be obtained:

The above derivation justifies our observations. 
Therefore, existing 3D IoU losses need to be 
optimized to achieve better performance.

Special cases Gradient correction for angles

Gradient correction for scales

Specifically, the modules are well-designed:

Scale correction is performed directly during  
optimization process as follows:

Component-wise ablation

Ablations about modules

Detections


